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Abstract—We present a model-driven engineering approach
that enables to take energy consumption into account during
the development of embedded software. In this approach we
address all the constituents of a typical modern embedded so-
lution (mechanics, communication and computation subsystems)
through the application of different modelling technologies. This
makes it possible to evaluate the implications of different software
and system architectures in the system’s energy consumption.
Additionally it facilitates the exploration of the design space
without having to prototype each candidate solution. We also
provide details on the application of this approach to the
development of a medical grade compression stocking and the
benefits this approach has brought to the project currently
developing this system.

I. INTRODUCTION

Modern embedded solutions are typically a combination
of computing units, communication interfaces and mechanical
subsystems and they can operate both autonomously or as part
of a network. This makes embedded solutions heterogeneous
systems that are very hard to design [1]. In addition many
embedded systems are battery powered and therefore they
present the added complexity of begin energy efficient while
still fulfilling their operational requirements [2].

A possible tool to cope with complexity is the application
of abstract modelling. Modelling can be used to represent
the system at the highest level of abstraction. These abstract
models can be progressively transformed into a concrete
system realization [3]. This approach is known as model-
driven engineering.

This paper presents a model-driven engineering approach
to the design of these complex embedded solutions. This
approach makes use of several modelling paradigms in order
to represent different aspects of the system and makes special
emphasis on the energy performance of different candidate
solutions. The modelling activities proposed under this ap-
proach are conducted early in the development process and
allow design space exploration without requiring physical pro-
totyping. This reduces development time and cost and enables
the repeatability of the experimental simulations. Additionally
it provides a tool to design quality solutions and to make well-
founded design decisions.

The reminder of this article is structured as follows: Sec-
tion II describes the design approach to energy consumption
proposed in this paper. Section III elaborates on HIL and sys-

tem realization following this approach. Section IV describes
how this technique is being applied to a case study and its
preliminary results. Sections V and VI present future and
related work. Finally, Section VII concludes the paper.

II. AN HOLISTIC MODEL-DRIVEN ENGINEERING
APPROACH TO EMBEDDED SYSTEMS DESIGN

The approach proposed in here aims at studying the energy
consumption in the different subsystems that compose typical
embedded solutions. A general representation of such a solu-
tion is presented in the SysML block diagram shown in Fig. 1
and its components described below:
• Embedded Hardware: represents the electronic hard-

ware that supports the execution of software and possibly
other components implementing additional logic in hard-
ware.

• Embedded Software: represents the software that con-
trols the operation of the rest of the components in the
embedded solution.

• Mechanics: represents the mechanical components that
are controlled by the system. Interfacing with the mechan-
ical subsystem and the environment from the embedded
side is conducted through sensors and actuators.

• Communications Interface: represents the communica-
tion hardware that makes it possible to establish links
with other networked systems.

Fig. 1. SysML block representation of a typical embedded solution.

To design an embedded solution comprised by the com-
ponents presented above so it satisfies its operational re-
quirements is already a challenging task. To design it in
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such a way that it is low energy consuming is even more
complex. In order to cope with the complexity associated to
the design of this kind of systems we proposed the application
of model driven engineering techniques that apply System-
Level (SL) modelling. SL modelling aims at describing the
system under design at the highest level of abstraction and to
incorporate progressively system details in order to conduct
system analysis. Such a model is gradually transformed into
a final implementation. We propose the application of SL
design taking into consideration all the energy consuming
components in an Embedded Solution in a joint design effort.
Additionally we propose Hardware-In-the-Loop as a way to
combine executable models with partial system realizations
in software and/or hardware running on target. Our approach
is said to be holistic because it takes into consideration
subsystems that, even though could seem to be unrelated at
first sight, they all have an impact in total energy consumption.
Therefore, our approach targets the mechanical subsystem, the
communication interfaces and the computation logic executed
in the embedded software and hardware. All these aspects
are addressed in different specific ways in order to obtain
energy consumption estimates, that can be used to study the
total energy consumption. Additional details on each specific
strategy are provided below.

A. Modelling mechanical subsystems

In order to address the design of mechanical subsystems we
apply a co-modelling approach in which the engineers use a
modelling paradigm able to represent Continuous Time (CT)
phenomena and a second one in order to represent Discrete
Event (DE) logic [4]. Controlled physical processes (plant) are
best represented by using CT abstractions such as differential
equations. On the other hand, the control logic that operates
the plant is best represented by using logical formalisms.

We proposed a particular way of using this co-modelling
approach so it is possible to take into account energy con-
sumption during the design of mechatronic systems [5]. An
overview of this approach is presented in Fig. 2. We take
as starting point a CT-first methodology [6], in which the
modelling starts by focusing on the mechanics of the system
and carrying out the control logic modelling afterwards. The
CT models are focused on the core functionality that has
to be delivered and do not capture heat dissipation due to
the conversion efficiency of the electromechanical devices.
In case part of the system operation depends on its internal
temperature, this could be represented as part of the CT
models, since it is a physical process with impact on energy
consumption.

Once the system operation has been described, the notion
of energy is incorporated into the CT models in a phase
that is called models instrumentation. The notion of energy is
incorporated only in the CT side since the energy consumption
in the DE side is typically negligible if compared with the
first one. This instrumentation consist on basically monitoring
the variables that have an impact on energy consumption and
doing it in a way that does not affect the performance of the

models. After this phase it is possible to co-execute the models
and produce a number of energy consumption estimates, that
can be used to perform trade-off analysis between the different
modelled solutions. In case the energy consumption estima-
tions are fed back to the DE model it is possible to use this
approach to model energy-aware system operation, meaning
that the system can feature different operational models that
are switched among depending on the energy consumed. In
principle this approach could be applied by using any tool
that supports the co-simulation of DE and CT models.

Fig. 2. Overview of the co-simulation based methodology.

In this work we have used the co-execution environment
DESTECS/Crescendo [7], [8]. This environment combines
the tools Overture [9] and 20-Sim1. Overture incorporates
an interpreter for the DE modelling language VDM-RT [10].
This language is best suited to represent the control logic
supervising the mechanical components and therefore it is
used for DE modeling. 20-Sim incorporates a numerical
engine that evaluates differential equations. Additionally it
supports abstractions built on top of differential equations in
the form of bond and block diagrams. This tool is best suited
to represent the mechanical side of the system (CT side).
The DESTECS environment synchronizes the co-execution
of the models providing a common notion of time for both
models. Additionally it allows the specification of a number
of controlled and monitored variables between the VDM-RT
and the 20-sim simulations so the supervision of the plant is
possible. Additional details on how DESTECS and the process
presented above have been applied in a concrete case study
will be provided in Section IV.

B. Modelling computation subsystems

Modern microcontrollers can switch between different oper-
ational modes in order to reduce energy consumption. These
operational modes temporarily disable the CPU and certain
peripherals in order to achieve such a reduction. Switching
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between operational modes takes time that might have an
impact in the real-time performance of the system under study.
An example of different power modes can be seen in Fig. 3.
In this case the processor features two low power operational
states: Hibernate and Sleep. Sleep allows a fast CPU wake-up
based on internally or externally generated events. Hibernate
requires additional time to wake-up the CPU and it can react
only on external events. However it can lower the energy
consumption even further. The CPU controls from software
how to switch between these modes.

Fig. 3. CPU states in an implementation of a Cortex M3 ARM processor.

In order to explore the application of the different sleep
modes, software strategies and architectures required for low
power operation we propose the application of the modelling
language VDM-RT. This language incorporates the abstraction
CPU that represents an execution environment in which parts
of the model can be deployed. Besides representing the com-
putational support it also incorporates a real-time operating
system layer. Logic running in VDM-RT CPUs can represent
single or multi-threaded software implementations as well
as dedicated hardware blocks depending on how they are
configured [11]. However, VDM-RT CPUs do not feature the
notion of low power consuming states since they are always
active and therefore able to perform computations. An initial
approach to overcome this limitation was a design pattern
structure that regulated the access to the CPU as a resource by
the logic running on it depending on the state of a flag [12].

As a way to overcome this situation we have extended the
VDM-RT language by adding two new constructs to manage
CPU states: CPU.sleep() and CPU.active() [13]. The
addition of these two new constructs implied the modification
of the VDM-RT interpreter and the scheduler built into the
Overture platform. In addition to these extensions we proposed
specific ways to use the sleep and active operation so
the models can represent accurately the low power operation
of real platforms. These templates show how to model a
CPU wake-up based on an interrupt triggered by externally
generated events and based on internal sleep timers. Model
simulation produces a log file that registers in which states the
CPU has been operating and for how long. This information
together with the electrical characteristics of the CPU under
consideration allows to represent the power consumption of
the device over time. The integration of this curve over time

results on the total energy consumption on the computational
side.

The application of a modelling-based approach to the com-
putational side of the system brings a number of advantages
to the design of the software. Besides the obvious case of
exploring different sleeping policies for a single CPU without
having to protototype them, more complex cases in which
several CPUs are involved can be explored. This is especially
relevant if the CPUs have to communicate in order to satisfy
system requirements.

C. Modelling communication subsystems

The VDM-RT modelling language incorporates the abstrac-
tion BUS that allows to communicate the CPU processing
nodes introduced in the previous section. This abstraction can
be used to represent point-to-point communication between
CPUs in a static way. Communication performed over VDM-
RT BUSes is assumed to be error-less, so any kind of com-
munication problems such as information (packet) loss has
to be modelled on top. At this point the BUS abstraction
does not incorporate any notion of energy consumption during
communication.

1) Modelling network topologies: We propose the appli-
cation of a design pattern structure to overcome some of
these limitations. Our initial approach takes as an example
the communication in a wireless context but it could easily be
extended to a different one. In Fig. 4 this structure is presented
through a UML diagram. The general idea behind this pattern
is to create a star topology network in which each networked
embedded system is connected to a central component, that
runs a simulated transmission medium. This structure is ap-
plied in VDM-RT by using CPUs to represent each networked
device as well as a central component simulating the medium.
Finally buses are communicating each device model with the
medium model. In this way there is no direct connection
between the individual CPUs representing the devices and any
transmission goes through the simulated wireless medium. By
using some of the VDM abstractions one can easily establish
relations between the CPUs in the simulated wireless medium
to represent whether a communication between two nodes is
possible or not. Analyzing these “connection maps” during
model execution is especially easy due to the expressiveness
of the VDM language and it can be accomplished by using
map comprehensions. If model simulation time is a concern
the connection maps can be translated into a look-up file
in which it is explicitly stated the relation between all the
networked elements. This structure solves the initial problem
of representing a realistic topology of a small scale embedded
network in VDM-RT.

2) Introducing the notion of energy consumption: In order
to represent the energy consumption we focus on modelling
the operational state of the communications interface of the
embedded device. We consider operational states the different
modes in which the communication interface can be working,
typically: transmitting, receiving or deactivated. For each mode
the manufacturer provides an average power consumption



Fig. 4. Design pattern structure to represent wireless communication.

figure that can be used in the VDM-RT models. Changes
among these operational modes are logged during model
simulation and analyzed when it has been completed. Based on
the transitions between the states and for how long the device
has stayed on those states one can calculate the evolution of
the power consumption over time and hence the total energy
consumption during system operation.

Once the notion of energy consumption and the possibility
of modelling different network topologies have been facili-
tated, it is possible to conduct the analysis of communication
related problems. Some of these include but are not limited
to, routing algorithms, network services, latencies or time
synchronization between nodes. All these factors could be
analyzed against energy consumption in order to get estimates
that would allow an energy aware design of the communication
subsystem, including communication software as well as, to
some extent, hardware.

One of the advantages of using this structure is the clear
separation between the connection map representing the net-
work topology and conditions and the individual networked
elements, even though the simulation of both is conducted in
the same modelling environment. The main disadvantage of
this approach at first sight are the limitations regarding the
number of networked elements. We consider this approach
valid only for small scale networks. However additional work
is necessary to establish its practical limitations.

The approach to communications modelling proposed in this
section is conducted only in VDM-RT without involving any
other modelling paradigm. A co-simulation approach could
be interesting to represent mobile communication nodes or a
changes in the environment in which the network is deployed.

III. SYSTEM REALIZATION AND HARDWARE IN THE LOOP

The approach presented above aims at tackling the design
problems through modelling and simulation however, at some
point, the system has to be realized. Given the fact that a
strong emphasis has been placed on the modelling of the
system it is desirable that the models created are used as
much as possible during the system realization phase. This
could include the combination of partial system realizations
with models, allowing the co-execution of models with system
realizations. The approach that we propose in this work is

exemplified in Fig 5. In this diagram we show an initial VDM
model of a system that executes a three phases algorithm in
which data is acquired, processed and finally an output is
provided.

Fig. 5. Overview of the co-simulation based methodology.

We have applied this principle allowing the combination of
VDM executable models running in a Workstation with actual
components implemented in a Device Under Test (DUT) [14].
These components can be both hardware and software com-
ponents. An overview of this Hardware In the Loop setup is
presented in Fig. 6. In addition to the components mentioned
above the system incorporates a Stimuli Provider able to
simulate external inputs and a Logic Analyzer able to monitor
the evolution of different logical signals. The VDM execution
environment is able to interface the Logic Analyzer that
can measure the time it takes to execute system realizations
running on the DUT. This time figures can be manually
incorporated into the VDM model and therefore increasing
the fidelity of the model simulation results.
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Fig. 6. SysML Internal Block Diagram showing the hardware connections to
the DUT.

IV. APPLICATION AND PRELIMINARY RESULTS

The approach proposed in this work is applied to the
development of an intelligent compression stocking to treat
leg venous insufficiency. This stocking is shown in Fig. 7
and it is composed of: an inner stocking (1), an inflatable
stocking responsible for delivering the required compression
levels (2), a pneumatical circuit composed of valves, pumps
and a manometer (3), and an embedded system implementing
the control logic and interfacing hardware and integrating a
Bluetooth-based communication interface (4). This portable
device is battery-operated and it is required to work for at
least 14 hours. A complete description of this device can
be found in [15]. As it is explained above this device is



composed of mechanical, computational and communication
subsystems that have to be energy efficient so the device
autonomy requirements can be met.

Fig. 7. The medical grade compression stocking.

A. Modelling of the Compression Principle

In order to study the mechanical subsystem we have ap-
plied the modelling process presented in Section II-A. The
modelling of the mechanical system by itself was already
beneficial for the project since it allowed us to gain a thorough
understanding of the pneumatics and the physics behind the
compression principle. Based on these models we were able to
determine that a certain compression strategy was not feasible
without having to prototype it. Additionally we were able to
model different control software in VDM-RT and co-simulate
its performance together with the mechanical models.

The analysis on both control strategies and mechanical
pneumatic configurations, provided a number of energy con-
sumption estimates that helped on deciding which system
configuration was optimal. These suggestions had an impact
on the system realization and introduced improvements on the
software that increased its energy efficiency.

B. Modelling of the Embedded Software

We have applied the modelling techniques presented in
Section II-B in order to explore two different embedded archi-
tectures in a concrete scenario: the regulation. The air pressure
level in the air bladders have to be monitored periodically and
kept at certain levels so proper compression is delivered to
the limb. Through the regulation process the controller reads a
manometer, compares the value retrieved against the expected
one and depending on this triggers the pump or vents the
bladders accordingly. This logic is implemented as a software
component and requires the CPU to be active. However and
depending on the kind of sensors that are used the CPU can be
sleeping for a longer period of time. We have used VDM-RT
modelling to study the energy consumption of two different
kind of sensor configurations: the first one uses smart sensors
that wake up the CPU in case an overpressure event occurs and
the second one uses passive sensors that require a poll from the
CPU in order to provide a reading. In the first case the CPU
presented a lower power consumption than in the second case,
since the sensors could run independently from the CPU. In the
second case the CPU power consumption was higher because
it required periodic wake-ups in order to check the sensors,
which were not running independently. These results were

expected since this was a simple case, however the purpose of
applying the technique in this case was to show the modelling
principle in a simple case study.

The predictions provided by these simulations where con-
firmed by measurements conducted on system realizations for
both architectures with a fidelity of up to 95% [13].

C. Modelling of Communication

The modelling of the communication system remains as
future work. A complete overview of the different communica-
tion scenarios in which this device can operate is presented in
[16]. The intention is to model the critical scenarios in which
the device is running on batteries. Based on these models we
aim at making energy consumption estimations and evaluating
computation vs. communication trade-offs.

V. FUTURE WORK

We are planning to extend the work presented in here so
the energy consumption analysis of the communication is also
possible. Additionally we are planning to apply the analysis
of energy consumption in computation in a more complex
situation and possibly combining it with the communication,
therefore being able to represent and analyze computation vs.
communication trade-offs. We are also aiming at applying
some of the modelling techniques presented in here to a second
system so it is possible to make a stronger case for the SL
energy-aware design approach for embedded solutions.

VI. RELATED WORK

The energy consumption problem in todays embedded
solutions is well recognized and one of the top research
priorities [2]. System Level design is also a well established
technique especially in the hardware world, that it is seeing its
expansion to other non-computing domains [3]. However and
to our knowledge the application of System Level design with
the particular intention of addressing the energy consumption
problem during the development process through modelling
and prototyping has not been formulated previously. Even
though energy consumption in all subsystems has not been
addressed in a single design effort previously significant
work has been conducted in the individual fields of energy
consumption in computation, communication and mechatronic
systems.

Regarding energy consumption in computation, extensive
work has been carried out in order to characterized different
layers of abstraction. Some authors propose very accurate
characterization of concrete computing platforms by taking
into account energy consumption at the micro-architectural
and the instruction level [17], [18]. This differs from the work
presented in here in the fact that we consider an average power
consumption figure within the active state of the CPU in order
to obtain a coarse grained estimation over time. Other authors
focus on the characterization of energy consumption at the
service level [19]. In this case the authors consider the energy
consumption at the OS level when the CPU is active. In our
work we consider a single energy consumption figure for all



the services provided by the OS, however, in case some of
the OS operations result in a longer time having the CPU
active, this will be considered under our approach as well even
though the services have not been individually characterized.
A more comprehensive review of techniques to study power
consumption in computation can be found in [20].

As in the computation case, modelling of communication
has been conducted at different levels of abstraction, ranging
from energy consumption at the communications interface
level to higher layers such as routing or application [21], [22].
Our work makes use of more simple power consumption mod-
els that, even though they are based on fixed average power
consumption estimates are expected to provide sufficient detail
to enable trade-off analysis of network algorithms.

Energy consumption in mechatronic systems is typically
addressed as a particular application of well-established mod-
elling platforms such as Matlab, Ptolomy or Modellica. Energy
consumption has been typically considered just as any other
design factor of industrial grade equipment and mechatronic
components have not been traditionally considered together
with embedded devices. However this situation is changing
due to the increasing relevance of Cyber-Physical Systems [2].

VII. CONCLUSIONS

This paper has presented a modelling approach to energy-
aware design of embedded systems. The preliminary applica-
tion of this approach to a case study has enabled the explo-
ration of different control algorithms, different hardware and
software architectures and different mechanical configurations.
This has made it possible to evaluate system performance
against energy consumption early during the development
process without needing a physical prototype. This work will
be complemented in the near future with a study of energy
consumption from the communication point of view. A more
in-depth description of this work can be found in [23].

We hope that the approach proposed can inspire other
researchers working with modelling applied to embedded
system development and, to some extent, enact the application
of modelling in the design of real embedded solutions.
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